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1. Software engineers strive to use three resources economically. These re-
sources are. . .

• time—if all other things are equal, we prefer a program that produces
a result quickly over one that is slower

• space—if all other things are equal, we prefer a program that requires
less memory over one that requires more memory

• and what other resource?

Hints—check these articles:

• here

• here

• here

• here

2. Read the paragraph that begins at the bottom of page 289 of Hands-On
Machine Learning and continues on the top of page 290.

What problem did David RumelHart, Geoffrey Hinton, and and Ronald
Williams solve in Learning Internal Representations by Error Propaga-
tion?

Briefly, how does their solution work?

1

http://creativecommons.org/licenses/by/4.0/
https://www.technologyreview.com/2019/06/06/239031/training-a-single-ai-model-can-emit-as-much-carbon-as-five-cars-in-their-lifetimes/
https://www.forbes.com/sites/robtoews/2020/06/17/deep-learnings-climate-change-problem/?sh=29555bb36b43
https://fortune.com/2021/04/21/ai-carbon-footprint-reduce-environmental-impact-of-tech-google-research-study/
https://spectrum.ieee.org/deep-learning-computational-cost


3. Here is Equation 4-13 in Hands-On Machine Learning. (The equation is
in Chapter 4 on page 143.)

p̂ = hΘ(x)

= σ(xTΘ

(a) What does p̂ signify?

(b) What does x signify?

(c) What does Θ signify?

4. Let’s stay with Equation 4-13.

σ is the logistic function. You will also see it refered to as the sigmoid
function.

(a) When xTΘ � 0.0 what is the value of σ(xTΘ)?

(b) When xTΘ = 0.0 what is the value of σ(xTΘ)?

(c) When xTΘ � 0.0 what is the value of σ(xTΘ)?

5. This expression appeared in the explanation of logistic expression and in
the explanation of neural networks.
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1 + e−x

How might we use this function in a neural network?

(There is a word that identifies the role of this function in a neural net-
work.)

6. Now look at Equation 4-15 on page 143.

ŷ =
0 if p̂ < 0.5
1 if p̂ ≥ 0.5

(a) What does ŷ signify?

(b) What does p̂ signify?

7. Equation 4-17 is the logistic regression cost function (also called the log
loss function).

Here it is written in a different way.
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f(y(i), log p̂(i)) = y(i) log p̂(i)

g(y(i), log p̂(i)) = (1 − y(i))(1 − log p̂(i))

J(Θ) = − 1

m

m∑
i=1

[f(y(i), log p̂(i)) + g(y(i), log p̂(i))]

We are using this cost function in a binary classifier. The label on each
instance in our dataset is either 0 or 1.

Here, we are using y(i) to signify the label on the ith instance.

We are using p̂(i) to signify the probability that the model predicts that
given instance x(i) is a positive instance (y = 1).

(a) Can you see why it never be that both functions f() and g() produce
non-zero values for any instance?

(b) Let’s say that the label on an instance is 1 and our model predicts a
value of 1.

Can you see how this makes the cost zero?

(c) Let’s say that the label on an instance is 0 but the model predicts a
value of 1.

Can you see how this formula produces a cost with a very large
magnitude?

(d) Let’s say that the label on an instance is 0 and our model predicts a
value of 0.

Can you see how this makes the cost zero?

(e) Let’s say that the label on an instance is 1 but the model predicts a
value of 0.

Can you see how this formula produces a cost with a very large
magnitude?

8. What is the purpose of regularization?

9. Here is the formula for Ridge Regression.

(It is in Equation 4-8 on page 135 in Hands-On Machine Learning.)

J(Θ) = MSE(Θ) + α
1

2

n∑
i=1

Θ2
i

(a) What is MSE?

(b) Where is the hyperparameter in this function?
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(c) You have seen
∑n

i=1 Θ2
i before. What is it?

10. How does the formula for Lasso Regression differ from the formula for
Ridge Regression?

11. “Lasso” sounds like a cowboy’s tool. In fact, it is an acronym. We often
capitalize every letter in an acronym (for example, NASA and CAT scan),
but not always (for example, radar).

From which words did the creators of this method construct this acronym?

(I am asking you to look this up just once. This is just trivia, not some-
thing you need to remember.)

12. How does Ridge Regression affect the elements of Θ, the parameter vector?

13. How is Elastic Net related to Ridge Regression and Lasso Regression?

14. The formula for Elastic Net regression contains two hyperparameters.
The value of one of these hyperparameters will always lie in the inter-
val [0.0, 1.0].

Explain.

15. When should we use regression?

(You may have to look a little harder for an answer to this question.
You will not find a complete answer in one place in Hands-On Machine
Learning.)

16. Early stopping is a kind of regularization. Géron refers to early stopping
in his discussion of regularized linear models and in his discussion of neural
networks.

(a) How does early stopping work?

(b) How did Geoffrey Hinton characterize this method?

17. Describe the iris dataset.

18. Describe the relationship between bias and variance.

19. Identify a relationship between anomaly detection and density estimation.

(Both anomaly detection and density estimation are problems that can be
solved with unsupervised learning.)

20. Hands-On Machine Learning contains some code that a data scientist
might use to determine the best number of dimensions to choose when
reducing dimensions. Find it. Explain the idea—what is the criterion for
selecting the “right” number of dimensions?
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